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SUMMARY

In this paper, some pathologies found for simple tests solved by means of preconditioned full iterative
schemes are presented. According to these results (Sections 4 and 5), the accuracy deterioration observed
should be considered as a warning for the �nal application given to these solutions. Even though it
is well known that full iterative solvers are not the best selection for comparison, they were chosen
because they are widely used by the computational �uid dynamic (CFD) community for a diversity of
complex �uid dynamics applications.
FEM simulated solutions are compared with analytical solutions or measured data for problems that

have been considered as ‘benchmarks’ in the CFD literature. For this purpose, the study of the solution
obtained via parallelized iterative methods that have been extensively used (e.g. conjugate gradients
(CG), GMRes global iteration and its variants, ‘overlapping’ and ‘non-overlapping’ additive Schwarz
domain decomposition schemes) in CFD computations and those obtained with the new interface strip
preconditioner (J. Comput. Meth. Sci. Engng 2003; Int. J. Numer. Meth. Engng 2005; 62(13):1873–
1894) for the Schur complement method is carried out. The idea is to present the new solver as an
alternative to obtain more accurate and faster solutions in the context of monolithic and non-monolithic
schemes applied to a internal=external viscous compressible=incompressible �ows around bodies of com-
plex shapes.
Therefore, the target of this work is to show how the reliability of CFD codes is a�ected by the

solver selection and why domain decomposition methods should be viewed not only as a more e�cient
strategy, but also to guarantee the solution quality. Copyright ? 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Over the last decades a lot of e�ort has been concentrated in making computational �uid
dynamics (CFD) a reliable and e�cient design tool for engineers and scientists. Both features
are strongly linked with the �nal purpose of giving a good solution for real problems.
To obtain a realistic solution it is very important to adopt mathematical models according

to the physical problem to solve and also to choose a proper discretization scheme and
an (e�cient and accurate) solver for the algebraic system of equations. As a result of the
signi�cant advancement in computational capabilities over the last few years, an important
amount of scienti�c work has been focused on obtaining e�cient techniques to solve large
systems of equations resulting from complex applications from the real world. In this sense,
multigrid and domain decomposition methods (DDM) give an answer to these demands and
appear to be the ‘next generation’ solvers replacing the full iterative solvers that are currently
widely used by the CFD community.
However, in spite of being less e�cient, full iterative solvers are specially chosen for

its inherent simplicity and also for the extensively used software libraries containing such
solvers. Nevertheless, not only the e�ciency is at stakes but also the accuracy of the solution
is in danger. There is a huge amount of research work currently being carried out with full
iterative solvers for many di�erent applications. Commonly, these works are oriented to solve
real world problems for industrial and environmental purposes where the �uid mechanics
phenomena is so complex that veri�cation is possible only by experimental measurements.
In general, this last resource is not always available which leaves the simulation results
unchecked.
Relatively simple test cases are deeply evaluated in order to show the accuracy, the

robustness and the problem-dependent features. According to the results obtained, the sci-
enti�c contribution should be viewed as relieving the accuracy loosing that, in general, full
iterative solvers may deliver.
The main objective of DDM is the e�cient solution on parallel architectures of prob-

lems arising in computational mechanics de�ned on irregular geometries and discretized on
very �ne meshes. One of the existing methods used to solve large-scale problems is the
(non-overlapping) sub-structuring method known in the literature as Schur complement method.
The implementation of sub-structuring technique on parallel architectures is convenient and
well established in di�erent areas of computational mechanics. However, the speedup and the
e�cient memory administration of this method poses a major challenge. The Schur comple-
ment method was widely used in structural mechanics to solve large-scale systems with limited
memory computers for more than two decades (see References [1–8]). Besides, several ways
of preconditioning the Schur complement matrix (associated with the interface problem) can
be found in these articles an the references cited therein.
Another family of DDM, the overlapping Schwarz domain decomposition schemes, have

also been extensively used in computational mechanics. A good introduction and application
of these methods is presented by Smith and coworkers [5]. In the CFD area, Rachowicz [9]
applied successfully the GMRes solver with a domain decomposition Schwarz-type precondi-
tioner in the solution of hypersonic high Reynolds number �ows with strong shock-boundary
layer interaction.
In Reference [10] the mathematical formulation and the sequential implementation of a new

preconditioner for Schur complement DDM (i.e. the interface strip preconditioner (ISP)) based
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on solving a problem in a narrow strip around the interface between sub-domains is intro-
duced. Also, convergence properties of the iterative solution step were contrasted with several
preconditioners for the discretization of the Poisson and the scalar convection–di�usion equa-
tions. In Reference [11] the implementation details in parallel environments were presented.
Besides, this study shows that the ISP preconditioner is much less memory and time con-
suming than classical preconditioners such as Neumann–Neumann [4, 6] and Block Jacobi
preconditioner in the context of the solution of non-symmetric system of equations arising
from the discretization of hydrological problems.
The accuracy and the e�ciency of ISP preconditioner (see References [10, 11]) based on

domain decomposition coupled with a classical �nite element formulation is compared to
full iterative solvers and other domain decomposition techniques applied to the resolution of
partial di�erential equation describing di�erent kind of �ows. Moreover, this study shows that
the computational e�ort and=or resources could be insu�cient to solve some problems with
classical global iterative methods, like Krylov subspace methods (e.g. conjugate gradient (CG)
and generalized minimum residual and its variants). For this purpose, the CPU consumed time,
the required core memory and the accuracy in the solution of several problems in CFD is
analysed. Furthermore, this new solver is introduced as an alternative to obtain more accurate
and faster solutions in the context of monolithic and non-monolithic CFD schemes.

2. THE NAVIER–STOKES EQUATIONS

The solution of both compressible and incompressible Navier–Stokes equations with the SUPG
(‘streamline upwind=Petrov Galerkin’) and SUPG-PSPG (SUPG-‘pressure stabilized=Petrov
Galerkin’) methods proposed by Brooks et al. [12] and Tezduyar et al. [13], respectively, is
shown in this paper.

2.1. Incompressible Navier–Stokes equations

The incompressible Navier–Stokes equations present two important di�culties for solution
with �nite elements. First, the character of the equation becomes highly advective dominant
when the Reynolds number increases. In addition, the incompressibility condition does not
represent an evolution equation but a constraint on the equations. This is a drawback as
only some combination of interpolation spaces for velocity and pressure can be used with
the Galerkin formulation, namely those ones that satisfy the so-called Ladyzhenskaya–Brezzi–
Babu�ska condition. In the formulation of Tezduyar et al. advection is stabilized with the
well-known SUPG stabilization term, and a similar stabilization term called PSPG is included
in order to stabilize incompressibility. In this way, it is possible to use stable equal order
interpolations. Once these equations are discretized, the resulting system of ODE’s is dis-
cretized in time with the standard trapezoidal rule (backward Euler and Crank–Nicolson
schemes are allowed to be used). The resulting non-linear system of equation is solved
iteratively at every time step.
Viscous �ow is well represented by Navier–Stokes equations. The incompressible version

of this model includes the mass and momentum balances that can be written in the following
form. Let 	∈Rnsd and (0; t+] be the spatial and temporal domains, respectively, where nsd is
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the number of space dimensions, and let 
 be the boundary of 	.

∇ · u=0 in 	× (0; t+]

�
(
@u
@t
+ u · ∇u

)
− ∇ · �= 0 in 	× (0; t+]

(1)

with � and u the density and velocity of the �uid and � the stress tensor, given by

�=−pI+ 2�∗i(u)

i(u) = 1
2(∇u+ (∇u)t)

(2)

where p is the pressure and �∗ is the e�ective dynamic viscosity de�ned as sum of the
dynamic (molecular) viscosity and the algebraic eddy viscosity of the LES model proposed
by Smagorinsky [14], i.e. �∗=�+ �SGS . I represents the identity tensor and i the strain rate
tensor. The initial and boundary conditions are


=
g ∪ 
h

g ∩ 
h = ∅

u= g at 
g

n · �= h at 
h

u(t=0)= u0 ∀x∈	
p(t=0)=p0 ∀x∈	

(3)

where 
g and 
h are the Dirichlet and Neumann boundaries, respectively. When the �ow
velocity is very small (i.e. the �uid is very viscous) or the geometric dimensions are very
small, that is when Reynolds number is very small, the inertial term in (1) plays a minor
role and the �ow is dominated by the viscous and the pressure gradient terms. This is the
so-called ‘Stokes �ow’.

2.1.1. Spatial discretization. The spatial discretization has equal order for pressure and
velocity and is stabilized through the addition of two operators. Advection at high Reynolds
numbers is stabilized with the well-known SUPG operator, while the PSPG operator proposed
by Tezduyar et al. [13] stabilizes the incompressibility condition, which is responsible of the
checkerboard pressure modes.
The computational domain 	 is divided in nel �nite elements 	e, e=1; : : : ; nel, and let E

be the set of these elements, and H 1h the �nite-dimensional space de�ned by

H 1h= {�h|�h ∈C0(	); �h|	e ∈P1∀	e ∈E} (4)
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with P1 representing polynomials of �rst order. The functional spaces for the interpolation
and weight functions are de�ned as

Shu = {uh|uh ∈ (H 1h)nsd ; uh := gh on 
g}
Vhu = {wh|wh ∈ (H 1h)nsd ;wh := 0 on 
g}
Shp = {q|q∈H 1h}

(5)

The SUPG-PSPG scheme is written as follows: Find uh ∈ Shu and ph ∈ Shp such that

∫
	
wh · �

(
@uh

@t
+ uh · ∇uh

)
+

∫
	
�(wh) : �h d	

+
nel∑
e=1

∫
	
Th ·

[
�

(
@uh

@t
+ uh · ∇uh

)
− ∇ · �h

]
︸ ︷︷ ︸

(SUPG term)

+
nel∑
e=1

∫
	
ih ·

[
�

(
@uh

@t
+ uh · ∇uh

)
− ∇ · �h

]
︸ ︷︷ ︸

(PSPG term)

+
∫
	
qh∇ · uh d	=

∫

h

wh · hh d
 ∀wh ∈Vhu ∀qh ∈ Shp (6)

where the stabilization parameters in Equation (6) are de�ned as

Th = �SUPG(uh · ∇)wh

ih = �PSPG
1
�

∇qh

�PSPG = �SUPG =
helem
2‖uh‖z(Reu)

(7)

Note that the SUPG and the PSPG terms are de�ned on di�erent functional spaces. These
stabilizations terms act, at the linear system level, adding nonzero values on the diagonal
entries associated with the pressure equations. The Reynolds number Reu based on the element
parameters is

Reu=
‖uh‖helem
2�

(8)

the element size helem is computed as

helem =2
(
nn∑
a=1

|s · ∇Na|
)−1

(9)
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Na being the shape function associated with the node a, nn the number of nodes in the
element, and s a unit vector on the streamline direction. The function z(Re) is de�ned as

z(Re)=

{
Re=3 06Re¡3

1 36Re
(10)

2.1.2. Disaggregated scheme. Fractional step methods for the incompressible Navier–Stokes
equations have been popular over the last two decades. The reason for this relies on the
computational e�ciency of these methods, basically because of the uncoupling of the pressure
from the velocity components. In Reference [15] the study of computed pressure stability of
schemes that use a pressure Poisson equation was presented. These results are used in this
paper.
The results to be presented refer to second-order algorithm based on the implicit (�=1)

discretization for the viscous and convective terms and a second-order pressure splitting,
leaving the pressure gradient at a given time level in the �rst step and computing its increment
in the second one.
The time discretization of problem (1) written in a compact matrix form is

M
1
�t
(Un+1 −Un) +K(Un+�)Un+� +GPn+1 =Fn+� (11)

DUn+1 =0 (12)

where M is the mass matrix, U is the vector of velocity unknowns, K is the sti�ness matrix,
G is the matrix form of the gradient operator, P is the vector of nodal pressures, D is the
matrix form of the divergence operator and F is the vector of source terms. Superscripts n
and n+ 1 denote variables at time t= n�t and t=(n+ 1)�t, respectively.
The fractional step scheme applied to the fully discrete problem (11) and (12) is exactly

equivalent to

M
1
�t
(Ûn+1 −Un) +K(Un+�)Un+� + �GPn=Fn+� (13)

M
1
�t
(Un+1 − Ûn+1) +G(Pn+1 − �Pn)=0 (14)

DUn+1 =0 (15)

where Ûn+1 is an auxiliary variable and � is a numerical parameter, whose values of interest
are between 0 and 1. The essential approximation K(Un+�)Un+� ∼K(Ûn+�)Ûn+� is made,
where Ûn+�= �Ûn+1 +(1−�)Un. Writing Un+1 in terms of Ûn+1 using (14) and inserting the
result in (15), the equations to be solved are

M
1
�t
(Ûn+1 −Un) +K(Ûn+�)Ûn+� + �GPn=Fn+� (16)

�tDM−1G(Pn+1 − �Pn)=DÛn+1 (17)

M
1
�t
(Un+1 − Ûn+1) +G(Pn+1 − �Pn)=0 (18)
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the order of this equations is made according to the sequence of solution, i.e. �rst for Ûn+1,
then Pn+1 and �nally Un+1. The operator DM−1G in (17) can be approximated by the Laplace
operator if the matrix M is approximated by a diagonal matrix.

2.2. The compressible Navier–Stokes equations

The di�erential form of the conservation equations of mass, momentum and total energy that
govern the dynamics of compressible and viscous �uid �ow may be written in a compact
intrinsic (vector) form as (Einstein summation convention is assumed, i; j=1; 2; 3):

@U
@t
+
@(Fa)i
@xi

=
@(Fd)i
@xi

+ G in 	× (0; t+] (19)

where 	 is the model domain with boundary 
. U=(�; �u; �E)t is the unknown state vector
expressed in conservative variables, E represents the speci�c total energy, Fa accounts for the
(vector) advective �uxes, Fd for the (vector) di�usive �uxes and G is used for the external
source terms (i.e. G=(0; �fe; Wf+qH ), Wf=�fe ·u is the work done by the external forces fe
and n represents an outward unit normal vector at boundary). The advective and the di�usive
�uxes are de�ned as

Fa =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�ui

�u1ui + 	i1p

�u2ui + 	i2p

�u3ui + 	i3p

�Hui

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; Fd =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

�i1

�i2

�i3

�ikuk − qi

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(20)

where H is the total speci�c enthalpy de�ned in terms of the speci�c internal energy e and
the speci�c kinetic energy as H= e + p=� + 1

2 |u|2. In (20), 	ij is the Kronecker isotropic
tensor of rank 2 (also denoted as I), �ij are the components of the Newtonian viscous stress
tensor: �=2�i(u) − 2=3�(∇ · u)I. The strain rate tensor i is i(u)= 1

2(@jui + @iuj). qi is
the heat �ux de�ned according to the Fourier law assumptions as: qi= − 
∇T with 
 the
thermal conductivity and T the absolute temperature. The coe�cients of viscosity and thermal
conductivity can be modeled by the Sutherland formula as (i.e. the gas is considered in a
standard atmosphere)

�=�0

(
T
T0

)3=2 (
T0 + 110
T + 110

)
and 
=

�aR�
(�a − 1)Pr

where �0 is the viscosity at the reference temperature T0 and Pr is the Prandtl number
(i.e. Pr= �=�, � is the thermal di�usivity coe�cient).
The physical model is closed by the de�nition of the constitutive law for the speci�c internal

energy in terms of the thermodynamic state and some state equation for the thermodynamic
variables; normally an ideal gas law is adopted, then �e=p=(�a − 1)+ 1

2�‖u‖2 and p=�RT ,
where R=(�a − 1)Cv is the particular gas constant and �a=Cp=Cv is the ratio of the speci�c
heat at constant pressure relative to that at constant volume. Alternatively, Equation (19) can
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be written in the quasi-linear form:

@U
@t
+Ai

@U
@xi

=
@
@xi

(
Kij
@U
@xj

)
+ G (21)

where the assumption that the �ux vectors are only function of the state variables, i.e.
Fa =Fa(U) and Fd =Fd(U) is made. Then, the divergence of the �ux vector functions
can be written as

@Fa

@xi
=
@Fa

@U
@U
@xi

=Ai
@U
@xi

and
@Fd

@xi
=
@Fd

@U
@U
@xi

=Kij
@U
@xi

2.2.1. Variational formulation. In this section, the variational formulation of the compress-
ible Navier–Stokes equations using SUPG �nite elements method and the shock-capturing
operator is presented. Consider a �nite element discretization of the 	 into sub-domains
	e; e=1; 2; : : : ; nel. Based on this discretization, the �nite element function spaces for the
trial solutions and for the weighting functions, Vh and Sh, respectively, can be de�ned.
These function spaces are selected as subsets of [H1h(	)]ndof when taking Dirichlet bound-
ary conditions, where H1h(	) is the �nite-dimensional Sobolev functional space over 	, and
ndof = nsd + 2 is the number of degrees of freedom dof’s in the continuum problem.
The stabilized �nite element formulation of the quasi-linear form of (19) is written as

follows: �nd Uh ∈Sh such that ∀Wh ∈Vh

∫
	
Wh ·

(
@Uh

@t
+
@Fha
@xi

)
d	=

∫
	
Wh ·

(
@Fhd
@xi

+ G

)
d	

∫
	
Wh ·

(
@Uh

@t
+Ahi

@Uh

@xi
− G

)
d	 +

∫
	

@Wh

@xi
·Khij

@Uh

@xj
d	−

∫

h

Wh ·Hh d


+
nel∑
e=1

∫
	e
�(Ahk)T

@Wh

@xk
·
{
@Uh

@t
+Ahi

@Uh

@xi
− @
@xi

(
Khij
@Uh

@xj

)
− G

}
d	

+
nel∑
e=1

∫
	e
	shc

@Wh

@xi
· @U

h

@xi
d	= 0 (22)

where

Sh = {Uh|Uh ∈ [H1h(	)]ndof ;Uh|	e ∈ [P1(	e)]ndof ;Uh= g on 
g}
Vh = {Wh|Wh ∈ [H1h(	)]ndof ;Wh|	e ∈ [P1(	e)]ndof ;Wh= 0 on @	g}

(23)

where matrices Ai and Kij are de�ned in Section 2.2. Various options for calculating the
stabilization parameters and de�ning the shock-capturing terms in the context of the SUPG
formulation were introduced in Reference [13]. Some of these options are de�ned in this
section. The �rst one is the standard SUPG intrinsic time tensor � introduced by Aliabadi in
Reference [16]. In this case the matrix is de�ned as �= max[0; �a − �d − �	], with each �x
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de�ned as follows (considering the advective and di�usive e�ects and avoiding the duplication
of the shock-capturing operator and the SUPG operator):

�a =
h

2(c+ |u|)I; �d =
∑nsd

j=1 �
2
j diag (Kjj)

(c+ |u|)2 I; �	=
	shc

(c+ |u|)2 I (24)

where c is the acoustic speed, h is the element size computed as the element length in the
direction of the streamline using for its de�nition the multi-lineal trial function Na (as in
Equation (9)) and �=∇‖U‖2=‖∇‖U‖2‖.
The design of the shock-capturing operator is also an open problem. Two versions are

presented here: an isotropic operator and an anisotropic one, both proposed by Tezduyar
et al. [17]. A unit vector oriented with the density gradient is de�ned as j=∇�h=|∇�h| and a
characteristic length as hJGN =2(

∑nen
a=1 |j·∇Na|)−1, where Na is the �nite element shape function

corresponding to the node a. The above-cited isotropic shock-capturing factor included in (22)
is then de�ned as

	shc =
hJGN
2
uchar

( |∇�h|hJGN
�ref

)�∗

(25)

where uchar = |u|+c is the characteristic velocity. �ref is the gaussian point interpolated density
and �∗ parameter may be taken as 1 or 2 according to the sharpness of the discontinuity to
be captured as suggested in Reference [17]. However, only �∗=1 was successfully used in
this study.
The anisotropic version of the shock-capturing term in (22) is changed as follows:

nel∑
e=1

∫
	e

@Wh

@xi
ji	shcjk

@Uh

@xk
d	 (26)

The anisotropic shock-capturing term showed good behaviour. Nevertheless, for some appli-
cations, both terms may be needed, the isotropic one weighted by a factor close to 0.2 or
lower.

3. DOMAIN DECOMPOSITION METHODS AND THE PRECONDITIONING
OF THE SCHUR COMPLEMENT MATRIX

The performance of iterative solvers depends strongly on the spectral distribution of the eigen-
values of the global matrix and its condition number. If the linear system is ill conditioned, it
is necessary to perform some preconditioning on the original matrix. Moreover, it is required
that the preconditioner does not degrade its performance with the increase of the problem size
and the number of processors when it is used in parallel environments. Considerable work
has been done over the last two decades to formulate scalable ‘general purpose’ precondition-
ers in order to outperform the convergence of iterative global solvers in terms of CPU time
and memory requirements. A very simple case (but not often e�ective) is, for instance, the
diagonal scaling of the original matrix. That is the so-called point-Jacobi preconditioner.
Domain decomposition preconditioning techniques are based on subdividing the original

domain into several (overlapping and non-overlapping) sub-parts, also called sub-domains,
which can be processed (almost) independently. These subproblems are coupled through the
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values of the dof’s at the sub-domain interfaces. The coupling is removed at each solution step
by the solution of internal problems constrained to some condition on the interfaces. Domain
decomposition methods can be classi�ed into several groups. In the ‘overlapping DDM’ group,
the computational domain is divided into sub-domains whose intersections are not empty sets.
On each solution step local Dirichlet-type problems are solved and the continuity across
interfaces is guaranteed by the overlapping region. The family of additive and multiplicative
Schwarz Methods are members of this group (see Reference [5]).
On the other hand, in the ‘non-overlapping DDM’ schemes group, it is possible to

decompose the unknowns into two disjoint sets: one set with the unknowns belonging to
the interior nodes of a sub-domain, and another set formed with the unknowns of the in-
terfaces between sub-domains. By ‘condensing’ the internal dof’s at an algebraic level, one
can compute the Schur complement matrix that de�nes the interface problem. The Schur
complement matrix is a discrete approximation to a Steklov–Poincar�e operator which enforces
transmission boundary conditions on the interface. Then, the non-overlapping DDMs based
on the Schur complement matrix start by �rst determining the unknowns on the interfaces
between sub-domains. After that, the sub-domain problems decouple and may be solved in
parallel. Those methods are often called iterative sub-structuring. In order to further improve
the e�ciency of this method, a preconditioner has to be added so that the condition number
of the Schur complement matrix is lowered. Iterative sub-structuring preconditioning methods
have been studied by Bramble et al. [1, 2], De Roeck and Le Tallec [18], Le Tallec and
Vidrascu [6], Mandel [4] and Farhat and Roux [3].
Among the most popular techniques are the Neumann–Neumann (NN) preconditioner [18]

and its variants e.g. the balancing Neumann–Neumann (BNN) preconditioner [4]; and the
family of the �nite element tearing and interconnecting (FETI) preconditioners [3]. In the
Neumann–Neumann scheme the application of inverses of the local Schur complement
matrices corresponds on the continuous level to solving local Neumann problems on each
sub-domains. Mandel added a coarse problem to the Neumann–Neumann original scheme in
order to assure the scalability of this preconditioner. Instead of solving the Schur comple-
ment system problem, the FETI method uses a space of discontinuous functions across the
interface between sub-domains. Then, the continuity of the solution is enforced by using a
vector of Lagrange multipliers that leads to a saddle-point problem. It can be proved that
both preconditioners reduce the condition number of the preconditioned operator to O(1) (i.e.
independent of h) in some special cases.
A key point about the Steklov–Poincar�e operator is that its high-frequency eigenfunctions

decay very strongly far from the interface, so that a preconditioning that represents correctly
the high-frequency modes can be constructed if a problem on a narrow strip around the
interface is solved. Keeping this in mind, a new preconditioner (i.e. the ISP) for Schur
complement matrix is proposed in References [10, 11]. This technique, that has been called
‘interface iterative=sub-domain direct’ with the added ‘interface strip preconditioner’ (IISD+
ISP) has shown the ability to handle the �ux splitting between sub-domains well, specially for
problems where advective terms are high. A description of the implementation details (that
could be made at an algebraic level) in parallel environments is given in a previous article [11].
In that work, CPU requirements, memory demands and convergence properties of the iterative
solution step were contrasted with several preconditioners like Balancing Neumann–Neumann,
non-overlapping additive Schwarz or Block Jacobi, global diagonal scaling preconditioner for
the discretization of the Poisson equation, the scalar convection–di�usion equations and the
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system of conservation laws that governs the �ow in open channels. The IISD+ISP solver is
part of a parallel FEM production code [19] and it is used to solve large-scale multiphysics
problems with unstructured 1D=2D=3D meshes.

4. NUMERICAL TEST IN SEQUENTIAL ENVIRONMENT

The hypersonic �ow over a �at plate test at Mach=5. In this section the hypersonic �ow
around a �at plate is analysed. This is a typical �ow problem where nonlinearities become
high so that any di�culty in the convergence of the linear system may in�uence the nonlinear
convergence and �nally make the solution blow up. This problem, deeply documented by
Carter in Reference [20], shows a strong interaction between the boundary layer and the
shock wave; and there is also a discontinuity introduced at the �at plate leading edge where
the �ow has to stagnate from a very high free stream velocity. Both are sources of numerical
drawbacks making this test a very challenging problem. Figure 1 shows the problem de�nition
with a sketch of the physical structures present in the �ow �eld and the boundary condition
applied to it.
The compressible laminar Navier–Stokes equations are used to model this problem. A con-

stant viscosity �=2:5× 10−5 kg=m s is adopted and the Reynolds number based on the �at
plate length and the free stream state is 104. The test case is an isothermal �ow at Mach
M =5 at the inlet wall. The thermal conductivity coe�cient is 
=3:47× 10−5 W=mK. The
plate is located 0.02m from the in�ow wall. The characteristic length is the length of the
plate, L=0:25m. The free stream Prandtl number based on this length is 0.72. The gas con-
stant is R=287 J=(kgK) and the speci�c heat ratio of the gas is �a=1:4. The temperature and
pressure of the free stream are T∞=80K and p∞=105 Pa, respectively. The temperature of
the �at plate surface is Twall = 288K.
Experimental and theoretical data are available for the skin friction coe�cient and the wall

Stanton number (heat conduction problem). This problem was successfully solved using the

boundary layer edge

x/L

y/L
shock wave

free stream conditions

dow
nstream

 conditions: unknow
n

wall conditions: u=0,  T=

unknown

Figure 1. Problem de�nition.
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Figure 2. Skin friction coe�cient.

IISD+ISP solver and the overlapping additive Schwarz preconditioner, but it was not possible
to obtain a solution with a global GMRes with diagonal scaling preconditioner (i.e. GMRes
over the whole matrix with point-Jacobi preconditioning) solver, using for the three cases a
Krylov subspace dimension of 200. In the latter case, the solution presented poor resolution
of the strong shock wave after some time steps and �nally crashed. It should be remarked that
up to M =2:5 preconditioned global GMRes iteration works �ne, giving results in agreement
with experimental results and theoretical approaches. The number of sub-domains used for
the IISD + ISP case is 4. For the Schwarz scheme, 4 sub-blocks (an ILU(0) solver is used
on each block) and an overlapping of a single layer of nodes around the interface between
the blocks are used.
This kind of example is for cases where the computational resources are limited to a single

processor architecture and it is not possible to get a solution using the preconditioned global
GMRes scheme. The mesh used was composed by 24 150 quadrangular elements and 24 462
nodes. In order to capture the high thermal and �ow gradients, the normal spacing close to the
�at plate was chosen about 4× 10−6. The time step adopted was �t=0:005. The initial state
adopted is a stationary �ow at Mach 2.5 at the inlet, previously obtained via the IISD + ISP
method. Two Newton loops were used for the non-linear problem.
Figures 2 and 3 show the skin friction coe�cient and the Stanton number against theoretical

predictions based on analytical solutions of an approximate theory called Eckert reference
enthalpy method [21]. These results show good behaviour of the numerical results relative to
the analytical predictions.
The test was conducted in a PC Pentium IV-2.8GHz (RAM DDR, 400 MHz). The CPU

time per time steps (i.e. less than 3min in average) and the residual convergence rate (roughly
150–170 iterations to converge 7 orders of magnitude) were comparable for both DDMs. In
the IISD + ISP solver, the sub-domain problems are solved with a LU decomposition with
nested dissection re-ordering. If complete LU factorization is used in the Schwarz method,
the memory requirements and CPU time per time steps are increased.
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Figure 3. Stanton number.

5. NUMERICAL TESTS AND EXAMPLES IN PARALLEL ENVIRONMENT

In this section, the quality of numerical results for several problems considered as benchmarks
in the CFD community is studied. The tests were carried out on a Beowulf cluster of PC’s. The
cluster at CIMEC laboratory has 16 (uniprocessor) nodes Pentium IV-2.8GHz, 2GB RAM
(DDR, 400MHz). Usually, the �rst node works as server. The nodes are connected through a
switch Fast Ethernet (100Mbit=s, latency=O(100) �s, each node has a 3COM 3c509 (Vortex)
Nic cards).
The tests presented in this work were solved using the PETSc-FEM code (see Refer-

ence [19]), a general purpose, parallel, multi-physics FEM program for CFD applications
based on MPI and PETSc libraries (see References [22, 23], respectively). PETSc-FEM com-
prises both a library that allows the user to develop FEM (or FEM-like, i.e. unstructured mesh
oriented) programs, and a suite of application programs (e.g. compressible=incompressible
Navier–Stokes, multi-phase �ow, compressible Euler equations, shallow water model, general
advective–di�usive systems, coupled surface=subsurface water �ow over multi-aquifer sys-
tems, linear elasticity and Laplace equation). Mesh partitioning is performed by using METIS
(see Reference [24]).

5.1. The Stokes �ow in a long horizontal channel

Triggered by observed discrepancies between experimental results and computer simulations
[25] using standard solvers [26] (i.e. GMRes with acceptable rates of convergence), this
example shows the improvement of the solution of lubricated contacts by means of the
ISP preconditioner. So far the lubricant �ow in the narrow gap between two contacting
elements has been described using the Reynolds equation. This equation follows from the
Navier–Stokes equations at low Reynolds number (Re¡1) when a narrow gap is assumed
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Figure 4. Residual history.

(i.e. when e=H=L	 1 if H is the gap width and L a characteristic length scale). Nominally,
the assumption e	 1 will generally hold. An accurate description of the �ow then requires
the use of incompressible laminar Navier–Stokes model.
The channel is 8× 10−5 m width and 9× 10−2 m long. The dynamic viscosity used is

5:33× 10−4 m2=s and no body forces are considered. The Reynolds number based on the
channel width is Re=0:1. The aspect ratio of the quadrilateral elements is 5 to assure non-
stretched elements. This problem leads to an ill-conditioned matrix due to the high aspect ratio
of channel dimensions and a big number of residual vectors (iterations) in Krylov methods
it is necessary to converge to an accurate solution. The non-linear steady simulation with a
maximum of 100 Newton loops is considered. The normalized residuals in the solution step
of the linear system are shown in Figure 4 for all Newton iterations (hereafter nnwt is the
number of iterations in the non-linear loop). In the case of global GMRes solver (point-Jacobi
preconditioning is assumed hereafter for this method) two Krylov subspace dimensions are
considered (i.e. 400 and 800). The test was conducted in 16 nodes and each sub-domain was
sub-partitioned into 7 interior sub-domains (2000 dof’s per interior sub-domains in average) in
the case of IISD+ ISP solver. The interface strip width used is nlay = 1 (see Reference [11]).
For the overlapping additive Schwarz and the Block Jacobi methods 7 sub-blocks per pro-
cessor were chosen (ILU(0) decomposition is used on each block). As in previous tests,
sub-blocks overlap (for the overlapping additive Schwarz) each other by a layer of nodes.
In Stokes �ow the convective terms are quite small. However, as these terms remain in the
formulation they lead to a weak non-linear problems with non-symmetrical matrices. For this
reason GMRes iteration is accomplished.
The core memory demanded for the IISD + ISP solver was 48.9Mb per processor at each

Newton iteration, including the LU factorization stage (solution of local problems) and the
GMRes iteration (solution of inter-sub-domain problems). The CPU time was 0.33min per
Newton loop.
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Figure 6. Pressure �eld along channel (nnwt =1).

The memory used in the global GMRes stage was 126.9Mb per processor for a Krylov
subspace dimension (Kdim) of 800 and 63.2Mb per processor for a Kdim of 400. The CPU
time was 6.61 and 1.87min per Newton iteration, respectively.
For the overlapping additive Schwarz preconditioning the consumed memory and the CPU

time per Newton iteration were 107Mb and 1.1min, respectively. Block Jacobi scheme con-
sumed 99.3Mb and 0.97min per nonlinear iteration.
In Figures 5–8 the numerical solution of the horizontal velocity and pressure �elds are

compared to the analytical one. Figures 5 and 6 correspond to the solution of both �elds after
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Figure 8. Pressure �eld along channel (nnwt =100 for global GMRes, nnwt =3 for IISD + ISP,
nnwt =20 for additive Schwarz, nnwt =22 for Block Jacobi).

one loop in the Newton scheme and Figures 7 and 8 correspond to one hundred iterations in
Newton’s loop for the preconditioned global GMRes method (20 and 22 iterations for additive
Schwarz and Block Jacobi schemes, respectively). For the IISD + ISP solver the residual of
the Newton loop after three iterations was 10−14 and we consider that there is no need to go
further in this loop to converge to the solution. The same residual tolerance was obtained by
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additive Schwarz and Block Jacobi preconditioned on the 20th and 22nd loops, respectively.
Clearly, in this case IISD+ ISP outperforms other domain decomposition techniques not only
in memory and CPU time demands, but also in the number of non-linear iterations to achieve
a given tolerance.
Figures 5 and 7 show a slight loss in momentum due to the coarse discretization in the

transversal direction in order to maintain the aspect ratio of the elements.
This example was the �rst evidence that inspired this work. It shows that for high aspect

ratio geometries the global GMRes (and probably many full iterative solvers) su�ers a strong
convergence deterioration and even when using an unusually high size of Krylov subspace
dimension the �nal solution is unacceptable.

5.2. The incompressible Navier–Stokes �ow around an in�nite cylinder

The unsteady viscous external �ows past objects have been extensively studied (experimen-
tally and numerically, see References [27–33]) because of their many practical applications.
This example is directly related to a great number of problems. For example, airfoils have
streamline shapes in order to increase the lift and reduce the aerodynamic drag exerted on
the wings at the same time. On the other hand, the �ow past a blunt body, such as a circular
cylinder (e.g. the wind forces acting on the tensors of a hanging bridge), usually experiences
boundary layer separation and very strong �ow oscillations in the wake region behind the
body. In certain Reynolds number range, a periodic �ow motion will develop in the wake
as a result of the boundary layer vortex being shed alternatively from either side of the
cylinder. This regular pattern of vortices in the wake is called the von-K�arm�an vortex street.
It creates an oscillating �ow at a discrete frequency that is correlated to the Reynolds number
of the �ow. The periodic nature of the vortex shedding phenomenon can sometimes lead to
unwanted structural vibrations, especially when the shedding frequency matches one of the
resonant frequencies of the structure.
In order to generate vortex shedding, an arti�cial perturbation may be imposed introducing

for example a rotation of the cylinder for a short time. The perturbations introduced correspond
to a clockwise rotation of the cylinder followed by a counterclockwise rotation (it is of the
same nature as the perturbation used by Braza et al. [27]). The problem is 2D and the cylinder
radius is 1m. On the inlet boundary a uniform free stream velocity (‖u‖=1) is imposed. On
the outlet section the pressure is equal to a reference value (zero in this test) and the velocity
vector has no component in the y-direction. On the top and bottom walls a slip condition
is adopted. These boundaries are located far enough to prevent any in�uence on the �ow
development (see Reference [29]). The mesh of 138600 quadrilaterals (with homogeneous
re�nement near the cylinder wall) was partitioned into 15 sub-domains (processors) and sub-
partitioned into 14 interior (local) sub-domains in average (2000 dof’s per local subdivision).
In Figure 9 the residual history for several time steps (one Newton iteration is considered)

is plotted for the unsteady simulation of this �ow. Clearly, the IISD + ISP solver reaches
the lower residual tolerances (10−7 vs 10−3) with roughly 70% fewer iterations compared to
global GMRes iteration with di�erent Kdim. The lower tolerances achieved with IISD + ISP
are directly related to the accuracy in the solution and the reduction of the iteration number
in�uences the overall simulation time.
In Figures 10–12 the viscous forces and moment evolution in time are shown. The solu-

tion obtained with both Global Iteration (Kdim =400) and IISD + ISP are in agreement with
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the experimental results reported by Braza et al., and with the numerical results shown in
References [27, 29, 30]. However, if Global iteration is stopped prematurely (i.e. Kdim =200,
see Figure 9) the solution is not more accurate and divergences of 50% are observed (see
Figure 12). Although the residuals are lowered between two and three orders of magnitude,
the error in the solution of the linear system is not accurate enough. Please note that to go
from 200 iterations to 400 iterations in GMRes scheme the computational resources (CPU
and consumed memory) are considerably increased due to the storage requirements for the
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Krylov subspace basis. The CPU consumed time and core memory requirements for each time
step were: 28 s and 100Mb for global GMRes with Kdim =200, 107.5 s and 152Mb for global
GMRes with Kdim =400 and 18.5 s and 98Mb for IISD + ISP.
This well-known test case shows the need to use global GMRes with a high Krylov subspace

dimension size to reach the accuracy of IISD + ISP solver. Usually, the user is pushed to
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adopt a small value of Krylov subspace dimension in order to reduce memory and CPU time
consumed. The sensitivity of the results obtained using global GMRes to the Krylov subspace
dimension size is high, and with no a priori knowledge of this dimension the uncertainties in
the results tend to be high. In summary, global GMRes iteration makes the simulation more
user dependent.

5.3. Incompressible Navier–Stokes �ow using the fractional step scheme. The lid-driven
cavity

A test for disaggregated methods was performed on a 2D unit cavity �ow at Re=1000. This
test has been computed extensively in the past and it is well understood (see Reference [34]
for a detailed description of this example). A structured mesh of 400× 400 quadrilateral was
used for calculations. Fourteen processors for global GMRes iteration and 14 sub-domains
subdivided into local partitions in order to have 1500 dof’s per subdivision for the IISD+ISP
solver were used. Also, for additive Schwarz scheme method 14 sub-blocks per processor
were used. �t=0:02 and �=0:9 (Equation (13)) were chosen.
In Figure 13 the residual history for the Poisson step for di�erent solvers is shown.
In the predictor (advection–di�usion equation) and projection steps a few iterations are

needed to achieve relative low tolerances for these schemes. Nevertheless, in the Poisson
step, the mesh size used leads to a high condition number for CG iteration (i.e. ∝ 1=h2

without preconditioning), so it is necessary to increase the iteration number in order to avoid
spurious oscillation in the solution. If global CG iteration is stopped at 1000–1200 iterations
(Poisson step), where the residual history plot reaches a ‘plateau’, i.e. the residuals may be
considered acceptable, large spurious oscillations appear in the solution when the steady state
is reached. Moreover, it is necessary to overpass the 2400 iterations to avoid oscillation in all
time steps. Although the required memory is not a�ected (please recall that in CG iteration,
only the last two residual vectors are needed), but the CPU time grows linearly with the
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iterations. Using IISD + ISP the amount of memory to solve the interior direct problem and
the preconditioning is chosen (1500 dof’s where considered for each interior subdivision).
The residuals reach low tolerances with few iterations and the CPU time required for each
time step is diminished (although the local and interface problems are solved). Moreover, it
is not necessary to iterate over the 50 iterations to obtain accurate solutions. Figure 14 shows
the steady-converged solution stopping when the iteration reaches 50 using IISD + ISP. The
total CPU time consumed in average for each time step (i.e. predictor, pressure and projection
steps) for Global iteration (GMRes in predictor step, CG in Poisson and projection step) was
23.61 s and for IISD + ISP (with one layer around the interface) solver was 2.13 s. Additive
Schwarz scheme shows a poor convergence in residuals but it is not necessary to go beyond
200 iterations to have an acceptable solution. This last scheme uses 26 s per time step. The
reader could refer to Reference [11] for a study of the performance of several preconditioners
(including IISD+ISP and Neumann–Neumann preconditioners) applied to a Poisson problem.
Although the residuals for IISD+ISP simulation are higher than those of 1000 iterations of

global CG (see Figure 13), the solution for DDM and preconditioning, (IISD+ISP) is accurate
enough, being oscillatory for global iteration. This behaviour can be explained through a study
of the error in residuals when iteration proceeds.
Let b; uk ; u0 ∈RN , A a non-singular matrix such that u∗=A−1b. Here, b is the load vector

and uk the solution at iteration k. Since

rk = b− Auk =Au∗ − Auk =A(uk − u∗)= − Aek (27)
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where e is the error in the solution u at the iteration k. Then,

‖ek‖= ‖A−1Aek‖6 ‖A−1‖‖Aek‖= ‖A−1‖‖rk‖ (28)

and

‖r0‖6 ‖A‖‖e0‖ (29)

thus,

‖ek‖
‖e0‖ 6

‖A−1‖ ‖rk‖
‖A‖−1‖r0‖ =
(A)

‖rk‖
‖r0‖ (30)


(A) is the condition number of A and ‖:‖ is any suitable norm. The division by ‖r0‖ and ‖e0‖
in Equation (30) normalizes the residuals. In Reference [10] it is shown that the condition
number is 
(A) ∝ O(1=h2) for Global iteration and 
(A) ∝ O(1=h) for Schur complement
DDMs. Moreover, the IISD+ISP still reduces the last condition number. Though the error in
residuals for IISD+ISP (due to earlier stopping) is higher than the error in residuals for CG at
high iteration count, the factor that determines the error in the solution (xk) is the distribution
of the eigenvalues of the global matrix and its condition number 
 (see Equation (30)). If
the solution of the Poisson step is not accurate, the error is propagated to the other steps and
oscillation may occur. This problem is stressed with the re�nement (i.e. h→ 0).
The primary vortex centre was computed to be at (x; y)= (0:531; 0:562) with the coordinate

reference system placed at the bottom left corner of the cavity. IISD+ISP solver compares well
(for the 50 iterations run) with the values reported by Ghia et al. The core memory used was
45Mb=processor for Global iteration, 60Mb=processor for IISD + ISP and 55Mb=processor
for the additive Schwarz preconditioner. Recalling that for CG iteration only the last two
residuals are needed, then the memory is not increased with iterations.
This example allows to emphasize another interesting use of IISD+ISP solver. In fractional

step-like �ow solvers the Poisson step has normally the higher CPU time consumption and
for ill-conditioned problems this step demands a lot of resources to achieve a good solution.
It is di�cult to know right from the start how large the Krylov subspace dimension size
of CG method has to be and this example shows its strong in�uence on the �nal solution.
Moreover, with an unusually high Krylov subspace dimension of 1000–1500, the solution of
lid-driven square cavity is already unacceptable making its usage too limited. With IISD+ISP
it is possible to strongly reduce these requirements, which drastically improves the solution
and makes the system solution less user dependent.
Some comments on the scalability of the IISD+ISP preconditioner. In Reference [11]

the condition number for the preconditioned Poisson and advection–di�usion problems was
calculated theoretically for the ISP. In this section the scalability of the ISP is studied by
showing how the number of iterations grows with the global size of the problem while
keeping the size of the problem in each processor constant. Stokes �ow at Re=0:01 with
monolithic time integration (time step used is �t=0:1) is considered. The square cavity is
divided into (20 nproc)× (20 nproc) bilinear elements, with nproc being the number of processors.
Inside each processor, the problem is further subdivided into 4 sub-domains and the number
of element layers around the interface is kept constant to nlay = 1. In Figure 15 the number
of iterations to achieve a relative tolerance of 10−8 in the residuals in a given time step is
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Figure 15. Scalability properties.

shown. It may be observed that the number of iterations saturates for an increasing problem
size, ensuring the scalability of the preconditioner.

5.4. The wind �ow around a 3D immersed body. The AHMED model

Current vehicle design needs a strong background in aerodynamics to improve �ow control
via mechanical devices. The complexity involved in the automobile design specially due to the
great amount of accessories that de�ne its geometry makes the validation tasks una�ordable.
The Ahmed model is a simple geometric body that retains the main �ow features, specially
the vortex wake �ow where most part of the drag is concentrated, and it is a good candidate
to be used as a benchmark test. The �ow regime of interest for car designers is fully turbulent.
So, a large eddy simulation (LES) turbulence model is employed (see References [14, 35]).
The aerodynamic forces on road vehicles are the result of complex interactions between �ow
separations and the dynamic behaviour of the released vortex wake. The results obtained with
two solvers (i.e. IISD+ISP and Jacobi preconditioned global GMRes methods) are compared
to the detailed �ow patterns previously published by Ahmed and coworkers [36].
The body geometry is de�ned in Reference [36]. The �ow domain chosen is one in which

the body of length L is suspended to 0.05 m to the ground in a domain of 10L× 2L× 1:5L in
the streamwise (y), spanwise (x) and stream-normal (z) directions. The boundary conditions
for this problem are: uniform �ow at the inlet (given by the Reynolds number), slip condition
on both sides, non-slip condition for the surface of the body, non-slip condition at the �oor.
Imposed pressure (zero in this case) is used at the out�ow boundary condition.

5.4.1. Ahmed body: numerical results for very low Reynolds number. First, consider the
steady Stokes �ow (solved using incompressible Navier–Stokes model at Re=0:1) around
the Ahmed body. In this test a non-structured tetrahedral mesh is used in the whole �ow
domain. A three-layer structured mesh of wedge (prismatic) elements is built for capturing
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Figure 16. Stokes �ow. Residual history (max. of 100 Newton iterations).
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Figure 17. Stokes �ow. Force and moment coe�cients.

details at the boundary layers. The body surface mesh contains 90606 nodes and the boundary
layer mesh has 180 600 elements. The tetrahedral mesh has 1 322 876 elements. The tests were
carried out on 15 processors. For IISD+ISP solver 2000 dof’s were considered for each local
subdivision. The inlet (free stream) condition is Re=0:1 with no transversal velocity. Pressure,
p=0atm, is imposed at the out�ow wall (located far enough from the body).
The residual history for several Newton loops are shown in Figure 16. The calculated forces

and moments for both solvers are shown in Figures 17–19.
Clearly, IISD+ISP converges to the steady solution in one Newton iteration whereas Global

iteration needs more iteration counts to achieve convergence. This behaviour is directly related
to the CPU time needed to obtain converged solution in a simulation.

Copyright ? 2006 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2006; 52:89–118



EFFICIENCY AND QUALITY OF NUMERICAL SOLUTIONS IN CFD PROBLEMS 113

0 2 4 6 8 10
 –0.25

 –0.2

 –0.15

 –0.1

 –0.05

0

0.05

0.1

0.15

0.2

Newton iterations

C
L

global GMRes (Jacobi prec.) / K =350

 IISD+ISP / n =1

0 2 4 6 8 10
–3

–2.8

–2.6

–2.4

–2.2

–2

–1.8

–1.6

–1.4

–1.2
x 10

–4

Newton iterations

x–
m

om
en

t c
oe

ffi
ci

en
t

IISD+ISP / n =1

global GMRes (Jacobi prec.) / K =350

Figure 18. Stokes �ow. Force and moment coe�cients.
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Figure 19. Stokes �ow. Force and moment coe�cients.

The CPU consumed time and core memory requirements (in average) for each Newton
iteration were: 185.1 s and 443Mb for global GMRes with Kdim =300 and 64.18 s and 588Mb
for IISD + ISP.

5.4.2. Ahmed body: numerical results for high Reynolds number. In this section the unsteady
incompressible Navier–Stokes simulation for the �ow around the Ahmed body for Re=1000
is shown. The same architecture, mesh and partitions of the previous example was used. The
initial state used is the steady-converged solution of the previous example (IISD+ ISP case).
The Smagorinsky model (with the Smagorinsky parameter equal to 0.18) is used for the LES
prediction of the turbulent e�ects.
The residual history for several time steps is shown in Figure 20.
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Figure 20. Re=1000. Residual history (100 time steps, 10 s of simulation).
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Figure 21. Re=1000. Force and moment coe�cients.

The calculated force and moment coe�cients for both solvers (Re=1000) are shown in
Figures 21–23.
The scale of the force and moment coe�cient plots is dominated by the bad approximation

and oscillations in the solution obtained with the preconditioned global GMRes iterations.
The calculated forces with IISD+ ISP solver converge very fast to the values reported in the
literature [36].
The CPU consumed time and core memory requirements (in average) for time step in this

test were: 186 s and 460Mb for global GMRes iteration with Kdim =300 and 114.5 s and
630Mb for the ISD + ISP preconditioner.
The ‘friction lines’ for the Navier–Stokes �ow at Re=4:25× 106 are shown in Figure 24

(IISD + ISP case).
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Figure 22. Re=1000. Force and moment coe�cients.
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Figure 24. Re=4:25× 106. Friction lines.
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This 3D example shows that even when the �nal solution of global GMRes solver seems
to be similar to IISD + ISP, the former needs more time steps or more Newton iterations
to reach the �nal solution. This fact is highlighted in the Stokes �ow example (Re=0:1).
For medium Reynolds numbers the global GMRes has a strong oscillatory behaviour until it
reaches the good solution, making the scheme under external perturbations more unstable.

6. CONCLUSIONS

This paper emphasizes the quality and the e�ciency of solver schemes for CFD problems.
Both criteria should be evaluated together to analyse the performance of a simulation. Rea-
sonable e�ciency might not be very signi�cant if the solution is not accurate enough for
the �nal purpose. Several examples presented in this paper shed light on the pathologies that
may appear when solving large-scale CFD problems by means of fully iterative solvers with
limited computational resources.
Numerical experiments of several physical (real) problems were carried out to show its

convergence properties, the computation time and memory requirements using both monolithic
and disaggregated schemes. These tests showed that it is not always possible to obtain an
acceptable solution for the problem using classical global Krylov methods. Moreover, for some
problems Krylov dimension and Newton iterations need to be enlarged to obtain an accurate
solution making its usage more user dependent.
Domain Decomposition techniques, especially the Schur Complement domain decomposi-

tion using the interface strip preconditioner are suitable in order to achieve accurate solutions
e�ciently. In all cases, the performance of IISD+ISP is decisive when it comes to assigning
computational resources to solve a time step in the simulation of a problem. Also, the ISP
preconditioner is easy to construct as it does not require any special calculation (it can be
assembled with a subset of sub-domain matrix coe�cients). It is much less memory consum-
ing than classical preconditioners such as Neumann–Neumann as References [10, 11] show.
Moreover, it permits to decide how much memory to assign for preconditioning purposes.
The ISP preconditioner is well suited for �ows with high Reynolds numbers where the

contribution of advective terms are predominant in the governing equations, while it is capable
to handle di�usion-dominated regions well. Furthermore, IISD + ISP is a good alternative to
treat problems where domain discretization presents high re�nement gradients.
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